**Reward is enough for social intelligence**

O artigo estudado trata de temas bastante abstratos e – de certa forma – até mesmo filosóficos. Dessa forma, para o entendimento completo dos conceitos, é necessário primeiro definir o que é uma agente inteligente. David Silver, o autor do artigo, começa sua escrita exatamente com essa discussão, porém, não focando somente em inteligência artificial, mas com uma definição ampla de inteligência.

A conclusão desenvolvida pelo autor é que um agente inteligente é aquele que usa diversas habilidades e áreas de conhecimento distintas para tomar uma ação. Dessa forma, é somente lógico que para entender o comportamento inteligente, é necessário entender o que motiva esse conjunto de ações. Para o autor, recompensas são suficientes para motivação de ações, que por fim desencadeiam a utilização de habilidades distintas de forma coordenada.

Ainda é argumentado que recompensas são uma das melhores formas de se criar comportamentos inteligentes. Isso se dá por 2 principais motivos: (i) Como já mencionado, o uso coordenado de habilidades diversas e que não seriam relacionadas caso a recompensa não estivesse motivando as ações; e (ii) o desenvolvimento de novas habilidades por tentativa e erro. Em um exemplo com agentes autônomos inteligentes, um jogador de Atari 2600 com objetivo de maximizar sua pontuação no jogo, desenvolve diversas habilidades. Dentre elas, o acompanhamento dinâmico de um objeto, posicionamento da peça em uma região favorável para a maximização dos pontos, cálculo de um ângulo de incidência e reflexão e, por fim, estimativa de onde o projétil irá atingir os obstáculos. Diversas habilidades são desenvolvidas com tentativa e erro, sempre balizando as melhores habilidades com a maximização de recompensa.

Esse *feedback* constante é justamente a relação entre o ambiente e o agente: O ambiente é influenciado pelas ações realizadas no passado pelo agente, devolvendo uma observação para que o agente possa tomar uma nova ação. Dessa forma, se a observação contribuir para a maximização de recompensas, uma ação no mesmo sentido da última será realizada, caso contrário, uma nova estratégia terá que ser desenvolvida por tentativa e erro.

Mesmo parecendo um conceito relativamente conhecido, esse contexto fica um pouco menos obvio quando aplicado à inteligência social. Diversas teorias e modelos matemáticos já foram desenvolvidos para tentar racionalizar interações interpessoais e contextos sociais, porém, nenhum deles funciona tão bem como a maximização de recompensas. Inicialmente, é necessário mencionar a Teoria dos Jogos e o Equilíbrio de Nash, em que decisões são medidas com base na ponderação das recompensas para cada um dos participantes. Dessa forma, intrinsecamente o modelo do equilíbrio de Nash funciona para situações de soma-zero, em que para um participante ganhar, o outro tem que perder. Porém, grande parte das interações sociais não se enquadram como situações soma-zero, criando-se uma necessidade para o desenvolvimento de um outro modelo de comportamento. É assim que entra a maximização de recompensas: Dado que o ambiente é influenciado pelas ações do agente, em um ecossistema com mais de um participante, as ações de cada um deles influenciariam as decisões dos próximos agentes, causando uma observação conjunta e permitindo que os agentes não aprendam somente com suas próprias ações, mas também com os comportamentos de seus pares.
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